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ABSTRACT:

In recent years, self-supervised learning has made tremendous progress in closing the gap to supervised learning due to the rapid
development of more sophisticated approaches like SimCLR, MoCo, and SwAV. However, these achievements are primarily eval-
uated on common benchmark datasets. In this paper, we focus on evaluating self-supervised learning for semantic segmentation
of industrial burner flames. Our goal is to build an intuition on how self-supervision performs in a scenario relevant for industrial
application where training labels and the opportunities for hyperparameter tuning are limited. We demonstrate that self-supervised
pre-training can constitute an alternative to the state-of-the-art approach of pre-training on ImageNet. Across all scenarios, the
self-supervised approaches are less susceptible to sub-optimal learning rates and achieve higher mean accuracies than ImageNet
pre-training, especially when training labels are scarce.

1. INTRODUCTION

Image segmentation aims to assign a class label to each pixel
in an image and hence can be thought of as a pixel-wise clas-
sification task. This key computer vision task serves many ap-
plications, like scene understanding, medical image analysis,
autonomous driving (Minaee et al., 2021), or industrial auto-
mation (Steger et al., 2018). Semantic segmentation, a sub-
category of image segmentation, provides each image pixel
with a semantic label of a set of object categories. Deep convo-
lutional neural networks (CNNs) are the state-of-the-art tech-
nique for semantic image segmentation (Long et al., 2015;
Minaee et al., 2021). However, for these methods to achieve
high performance, thousands of pixel-precise labels must be
provided during training, which are laborious to create and of-
ten depend on the personal assessment of the human operator,
as Figure 2(b) shows.

A relatively new approach that strives to significantly reduce
the need for label annotations is self-supervised learning (SSL)
for computer vision (Doersch et al., 2015; Zhang et al., 2016).
This approach is particularly useful for applications which re-
quire strenuous or ambiguous labeling work. An SSL pipeline
can generally be divided into the pre-training stage and the fine-
tuning stage. The latter is equivalent to fine-tuning a model
with pre-trained weights and biases, whereas the former does
not require labeled data. Instead, a proxy task is designed that
enables the network to learn feature representations based on
self-derived supervisory signals from unlabeled images. For in-
stance, a possible proxy task could train a CNN that determines
the two-dimensional (2D) rotation between an artificially ro-
tated image and the original image (Gidaris et al., 2018). More
sophisticated approaches like ”Simple framework for Contrast-
ive Learning of visual Representations” (SimCLR) (Chen et
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al., 2020), ”Momentum Contrast” (MoCo) (He et al., 2020),
and ”Swapping Assignments between multiple Views” (SwAV)
(Caron et al., 2020) approach the pre-training stage by using
various augmentation techniques paired with a contrastive loss
function.

Recent research shows that SSL approaches can outperform a
supervised baseline on ImageNet (Tomasev et al., 2022). In
contrast to many conventional pre-training approaches, SSL
does not suffer from a domain gap since the pre-training and
fine-tuning stages use the same dataset. As a consequence,
self-supervision is getting more popular in very domain-specific
applications, such as chest X-rays or dermatological images
(Azizi et al., 2021), for example.

This work aims to investigate the effect of self-supervision on
a dataset vastly different from ImageNet. To achieve this, we
evaluate three promising SSL approaches on the task of se-
mantic segmentation of industrial burner flames. This seg-
mentation task is motivated by our long-term goal: to enable
the automatic extraction of process-relevant parameters and
thereby contribute to optimize industrial combustion processes
regarding energy efficiency and CO2 emission reduction.

2. METHODOLOGY

In this section, we summarize information about the dataset,
network architecture, self-supervised pre-training, fine-tuning,
and the evaluation methodology. Our goal is to assess the
impact of SSL for semantic segmentation of industrial burner
flames in comparison to the well-established practice of Im-
ageNet pre-training.
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2.1 Dataset

Our evaluation is based on the freely available industrial burner
flames dataset provided by Großkopf et al. (2021). It contains
3000 labeled grayscale images of two industrial burner flames
in an augmented and a non-augmented configuration. We use
the non-augmented configuration for our evaluation and refer
to this subset as the dataset in the remainder of this paper. The
dataset is already split into training (80%), validation (10%),
and test (10%) subsets. We do not perform any data augmenta-
tion but normalize each image based on the dataset’s mean and
standard deviation of the gray values.

2.2 Network Architecture

For every approach, we use a feature pyramid network (FPN)
(Lin et al., 2017), consisting of a pyramidal hierarchy of CNNs.
It contains a bottom-up feature encoder pathway, for which we
use a 50-layer residual network (ResNet-50). Additionally, a
top-down pathway with lateral connections builds high-level se-
mantic feature maps at all scales (Lin et al., 2017). Together
with the FPN decoder, the architecture consists of roughly 26M
trainable parameters. In comparison to the 1.3B parameter
state-of-the-art ”SElf-supERvised” (SEER) model from Goyal
et al. (2021a), our architecture is rather compact, which reduces
training time and memory usage significantly.

In this paper, the following pre-training scenarios are evaluated
and compared:

1. Initialization of a ResNet-50 backbone with pre-trained
weights and biases from ImageNet,

2. Initialization of a ResNet-50 backbone with pre-trained
weights and biases from three SSL approaches:

(a) SimCLR as proposed in Chen et al. (2020),
(b) MoCo as proposed in He et al. (2020), and
(c) SwAV as proposed in Caron et al. (2020).

2.3 Self-Supervised Pre-training

We use the computer vision library for state-of-the-art self-
supervised learning research (VISSL) (Goyal et al., 2021b).
The three SSL approaches, which we compare for pre-training
in this paper, are implemented according to their original pub-
lications. All pre-training methods use a contrastive loss to
bring similar representations closer together.

SimCLR (Chen et al., 2020) uses a pool of image augmenta-
tions consisting of random crops, flips, color distortions, and
Gaussian blur. These are composed randomly to produce pos-
itive pairs of augmented images. The network is then trained
to maximize the agreement between the differently augmented
views of the same image via a contrastive loss.

MoCo (He et al., 2020) views contrastive learning as diction-
ary look-up problems similar to natural language processing.
It builds a dynamic dictionary with a queue and a moving-
averaged encoder. In essence, there is a query q that matches
one of the many keys k in the dictionary. The input images or
patches to the queries and keys are denoted by xq and xk. k
is computed from xk by a momentum encoder that is slowly
updated. q is computed from xq by a second encoder and
matched to the dictionary keys using a contrastive loss that be-
comes small for high similarity. As a result, it builds a large
and consistent dictionary. MoCo provides competitive results

on ImageNet classification and transfers well to the fine-tuning
stage.

SwAV (Caron et al., 2020), in essence, predicts a cluster as-
signment of a view from the representation of another view.
Multiple crops of the same image are produced and augmen-
ted to achieve this, similar to SimCLR. These crops are passed
through a backbone model. A shallow non-linear network then
predicts a projection vector, mapped to trainable prototype vec-
tors by a single linear layer (prototype layer). The output of this
layer is used for cluster assignment with the Sinkhorn Knopp
algorithm (Cuturi, 2013). These assignments are then swapped
and used to predict the swapped targets.

2.4 Fine-Tuning

In the fine-tuning stage, the learned representations from pre-
training are used to initialize the weights and biases of the net-
work. Thereafter, the network is fine-tuned with the labeled
data.

The following scenarios are considered:

1. Training on 1% of the dataset with a frozen backbone,
2. Training on 1% of the dataset,
3. Training on 10% of the dataset with a frozen backbone,
4. Training on 10% of the dataset,
5. Training on 100% of the dataset with a frozen backbone,

and
6. Training on 100% of the dataset.

Hereby, we choose random subsets that are identical for all
scenarios. Each fine-tuning process was given 30 epochs to fit
the given training data with the widely used region-based Dice
Loss (Jadon, 2020) and an Adam optimizer (Kingma and Ba,
2014). We decide to fine-tune frozen backbone scenarios to
gain further intuition on how well SSL works for our domain-
specific application and to find out whether a frozen back-
bone scenario is a worthwhile, resource-saving alternative. For
these scenarios, the weights and biases of the ResNet-50 back-
bone are not affected by the backward propagation during fine-
tuning.

2.5 Evaluation Methodology

To evaluate the effect of SSL for semantic segmentation of in-
dustrial burner flames, we choose 30 learning rates from a log-
uniform distribution in the range of 1 × 10−6 to 1. Prelimin-
ary experiments have shown that other hyperparameters have
a small impact on the training. For this reason, and to reduce
the dimensionality of the evaluation space, all other hyperpara-
meters are set to fixed values. We use a mini-batch size of
4, a momentum of 0.9, and no learning rate schedule. This
method mimics a random search for the optimal learning rate in
hyperparameter-tuning based on the recommendations by Ben-
gio (2012).

To compare the different scenarios, we use the accuracy as our
main metric. It reports the proportion of pixels in an image that
are classified correctly. Note that accuracy can be misleading
when the class representation is small within the image, as the
metric will basically report how well negative cases were iden-
tified. However, across all images in the dataset used in this
paper, class representation of flames is relatively high, and thus
accuracy is not heavily biased by true negatives.

Over the 30 learning rates, we compute the mean and max-
imum accuracy, as well as count the number a certain accuracy
threshold is exceeded for each approach and scenario.
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Index Scenario Pre-training A. > 90% [%] A. > 95% [%] Max. A. [%] Mean A. [%]
and absolute counts and absolute counts

1
frozen
backbone,
1%

ImageNet 0.0 0 0.0 0 76.3 75.9
MoCo 16.7 5 0.0 0 94.7 79.0
SimCLR 23.3 7 0.0 0 94.7 80.0
SwaV 13.3 4 0.0 0 94.5 78.7

2
unfrozen
backbone,
1%

ImageNet 26.7 8 10.0 3 95.8 81.0
MoCo 33.3 10 6.6 2 95.1 82.1
SimCLR 33.3 10 3.3 1 95.3 82.0
SwaV 30.0 9 10.0 3 95.4 81.9

3
frozen
backbone,
10%

ImageNet 23.3 7 10.0 3 95.4 80.4
MoCo 26.7 8 20.0 6 95.7 81.1
SimCLR 30.0 9 23.3 7 95.7 81.7
SwaV 23.3 7 20.0 6 95.6 80.6

4
unfrozen
backbone,
10%

ImageNet 33.3 10 26.7 8 96.7 82.6
MoCo 33.3 10 33.3 10 96.5 82.7
SimCLR 33.3 10 30.0 9 96.5 82.6
SwaV 40.0 12 33.3 10 96.5 83.9

5
frozen
backbone,
100%

ImageNet 30.0 9 0.0 0 94.3 81.3
MoCo 33.3 10 0.0 0 93.6 81.6
SimCLR 33.3 10 0.0 0 93.5 81.7
SwaV 30.0 9 0.0 0 94.2 81.2

6
unfrozen
backbone,
100%

ImageNet 33.3 10 23.3 7 96.3 82.5
MoCo 33.3 10 3.3 1 95.2 82.1
SimCLR 43.3 13 6.6 2 95.1 84.0
SwaV 40.0 12 10.0 3 95.3 83.4

Table 1. Evaluation results on the test dataset after fine-tuning the FPN with four different pre-training methods: ImageNet, MoCo,
SimCLR, and SwAV. The third to sixth columns illustrate the proportion of models that reach a certain accuracy. Furthermore, the two

last columns show the maximum and mean accuracy that is achieved. Results are based on 30 random learning rates uniformly
distributed on a logarithmic scale from 1× 10−6 to 1. The highlighted fields mark the best results within the respective scenario.

3. RESULTS

In the following, we provide a quantitative evaluation in addi-
tion to a qualitative evaluation in the form of a visual compar-
ison of inference results. Our goal is to build an intuition for
how well self-supervision performs in scenarios where training
labels and the opportunities for hyperparameter tuning are lim-
ited.

3.1 Quantitative Evaluation

Table 1 shows the numerical results of our evaluation. As de-
scribed in detail in Section 2.5, we train every scenario with
30 different learning rates selected from a log-uniform distri-
bution. All metrics are based on the evaluations of these 30
trials. While the ImageNet-pre-trained approaches score the
highest maximum accuracy in four of six scenarios, the highest
mean accuracy is scored by one of the SSL approaches in
every case. Although not beating the maximum accuracy of the
ImageNet-pre-trained models in any unfrozen scenario, the SSL
approaches still achieve comparable results and accomplish to
beat the maximum accuracy in two of the three frozen back-
bone scenarios. Generally, the unfrozen scenarios converge
more often properly than their respective frozen counterpart and
achieve higher maximum and mean accuracies. In general, we
observe better results by training with just 1% of the training
labels with an unfrozen backbone than training with 100% of
the training dataset but a frozen backbone.

Another aspect can be observed in columns three and four.
These columns illustrate the number of cases in which a cer-
tain accuracy threshold is reached as a percentage of the total

amount (30) of sampled learning rates and as an absolute num-
ber. Here, the SSL approaches reach the best results across all
scenarios. This observation is especially prevalent in the scen-
arios where only 1% of the training dataset is provided for fine-
tuning and the ResNet-50 backbone’s weights and biases are
frozen. Here, the ImageNet-pre-trained approach did not con-
verge properly a single time over all 30 learning rates resulting
in a maximum accuracy of 76.3% on the test dataset. In con-
trast, all three SSL approaches converge properly over the 90%
threshold for multiple learning rates.

As will be discussed in more detail in Section 3.3, all ap-
proaches score somewhat similarly. However, the SSL ap-
proaches always exceed the specified accuracy threshold more
often than the models pre-trained on ImageNet with the ex-
ception of the second and sixth scenarios for the 95% class.
Moreover, the ImageNet-pre-trained approaches achieve the
highest maximum accuracy in all of the scenarios except for
the first and third ones.

In the 90% threshold class, models pre-trained with SimCLR
converge properly most frequently except for the fourth scen-
ario. However, this is not the case in the 95% threshold class.
Here, the approaches that use SimCLR only score the best in
one out of the six scenarios.

Below the 95% threshold, the approaches that use MoCo and
SwAV show similar behavior. In the second scenario, they score
similarly well to the SimCLR approach. Still, they surpass the
other approaches in one additional case each. Above the 95%
threshold, MoCo and SwAV score best in the same scenario and
SwAV scores best in a second scenario.
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(a) Scenario 2: Training results
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(b) Scenario 2: Test results
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(c) Scenario 4: Training results
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(d) Scenario 4: Test results
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(e) Scenario 6: Training results
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(f) Scenario 6: Test results

Figure 1. Fine-tuning results of 30 learning rates for each pre-training scenario of the FPN with an unfrozen backbone.

3.2 Fine-Tuning Results

Figure 1 visualizes the results on the test dataset (right column)
and, for comparison, on the training dataset (left column).

The training results on 100% of the training dataset in Fig-
ure 1(e) show that there is little to no difference between all
approaches for learning rates in the range of 10−6 to 10−4.
Between 10−4 and 10−3 the ImageNet-pre-trained models fit
the training data slightly better. The main differences between
the four approaches can be observed for learning rates between
10−3 and 10−2. In this range, the ImageNet- and MoCo-
approaches do not converge properly but one SwAV-model
does and even three SimCLR-models do. All of the remain-
ing learning rates from 10−2 to 1 lead to improper convergence

in all approaches. Figure 1(f) reveals that the FPN that was pre-
trained on ImageNet generalizes best after fine-tuning on 100%
of the training dataset.

By reducing the available training labels to 10%, similar train-
ing behavior can be noticed, as Figure 1(c) visualizes. How-
ever, the SSL approaches manage to fit the training data slightly
better with the smallest learning rates in the range of 10−6 to
10−5. Figure 1(d) manifests this observation as all of the SSL
approaches achieve higher accuracies in this range of learning
rates. With learning rates larger than 10−3, only SwAV man-
ages to converge properly.

As shown in Figure 1(a), our evaluations find the most signific-
ant difference when only 1% of the training labels are available
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(a) Input image (b) Ground truth (c) ImageNet

(d) MoCo (e) SimCLR (f) SwaV

Figure 2. Visual comparison between an input image from the test dataset (a), the ground truth (b), and inference results from
ImageNet (c), MoCo (d), SimCLR (e), and SwaV (f). We used the models that achieved the highest accuracy on the test dataset for

inference.

for fine-tuning. Except for very few exceptions, all of the SSL
approaches achieve higher accuracies on the training dataset
across all learning rates. However, none of the four approaches
converge with learning rates larger than 10−3. Figure 1(b) re-
veals that the SSL approaches also generalize better onto the
test dataset than the FPN pre-trained with ImageNet.

The frozen backbone scenarios show largely the same behavior,
although magnified for the 1% scenario. Here, the ImageNet-
pre-trained approach does not fit the training data once, whereas
the SSL approaches manage to converge properly multiple
times. They can be found in Figure 3 in the Appendix.

3.3 Qualitative Evaluation

Figure 2 shows a visual comparison between a sample input
image in Figure 2(a), the corresponding ground truth in Fig-
ure 2(b) and inference results of the models that achieved the
highest accuracies on the test dataset for the approaches pre-
trained using ImageNet, MoCo, SimCLR, and SwAV in Fig-
ure 2(c) through Figure 2(f). At first glance, the results of
all four models are not easily distinguishable from the ground
truth. In Figure 2, the SSL approaches seem to segment
more coherent flames than the model pre-trained on ImageNet.
Across 100% of the dataset, though, we found no signific-
ant visual differences between the inference results of the four
models.

However, it has to be mentioned that the provided ground truth
masks by Großkopf et al. (2021) are questionable in minor de-
tails. As shown in Figure 2(b), the ground truth label is missing
a darker part of the flame in the middle right part of the input
image and is not pixel-perfect in other parts. These findings
are not an exception and can be observed across 100% of the
dataset.

By looking at the inference results of models that did not prop-
erly train, meaning they were stuck in a local minimum in train-
ing and thus did not converge properly, we find that the FPN
predicts no flames for the entire image. In these cases, the ac-
curacy of 76.3% on the test dataset is achieved. This obser-
vation shows that imbalanced data is a significant problem for
practitioners.

4. DISCUSSION

Overall, the experiments confirm that a suitable choice of the
learning rate is important for the success of all tested ap-
proaches. If the learning rate is not chosen appropriately, the
approaches do not segment a flame, but instead classify the en-
tire image as background. In these cases, an accuracy of about
76% is achieved.

We train our models with a frozen backbone in the scenarios
one, three, and five. Our tests show that even though training
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with an entirely frozen backbone saves up to 50% of the neces-
sary training time on 100% of the dataset, the resulting models
cannot converge properly as often as the models of the scen-
arios with unfrozen backbones. This observation is especially
true for the ImageNet-pre-trained approaches but less applic-
able for the SSL approaches. In this case, a tradeoff has to be
accepted between training time and memory usage on one hand
and accuracy on the other hand.

Goyal et al. (2021a) state that successful SSL approaches need
to have two key ingredients: They have to include massive mod-
els and massive datasets. Both of these conditions are not met
by our application. Nonetheless, we observe that the SSL ap-
proaches in our case converge more often than the models in
the entirely supervised approaches pre-trained on ImageNet.
Our results indicate that, although much fewer labels need to
be provided compared to ImageNet pre-training, recent SSL
approaches can learn meaningful representations even when a
small dataset and a medium-sized model architecture are used.

5. CONCLUSIONS

In this paper, we focus on the evaluation of three recent SSL ap-
proaches for semantic segmentation of industrial burner flames.
We show how self-supervision performs in a practical scenario
where training labels and the opportunities for hyperparameter
tuning are limited.

We demonstrate that the SSL approaches are more robust to
sub-optimal learning rates, which leads to proper convergence
more often. Therefore, average accuracies achieved by pre-
training in a self-supervised manner are higher across all scen-
arios. This advantage is apparent when the amount of training
labels are reduced.

In future work, we plan to use and improve on current self-
supervision techniques to enable the automatic extraction of
process-relevant parameters in industrial secondary combustion
chambers and thereby contribute to optimizing industrial com-
bustion processes regarding energy efficiency and CO2 emis-
sion reduction.
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(a) Scenario 1: Training results
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(b) Scenario 1: Test results

10 6 10 5 10 4 10 3 10 2 10 1

Learning Rate

0.75

0.80

0.85

0.90

0.95

1.00

Ac
cu

ra
cy

ImageNet
MoCo
SimCLR
SwAV

(c) Scenario 3: Training results
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(d) Scenario 3: Test results
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(e) Scenario 5: Training results
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(f) Scenario 5: Test results

Figure 3. Fine-tuning results of 30 learning rates for each pre-training scenario of the FPN with a frozen backbone.
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